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ABSTRACT 

The concept of deep fakes and generative Artificial Intelligence (AI) have received a significant 

attention in almost developing society across the globe for its advantages and similarly every 

legal system is trying to overcome increasing instances its abuse. The paper intends to examine 

the techno-legal aspects of the upcoming developments in Generative Artificial Intelligence 

and emergence of Deep Fakes across the globe. The paper also aims to analyse the judicial 

trends in India while adjudicating the matters pertaining to Deep Fakes with reference to 

recent decided judgements. 
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INTRODUCTION 

The days of human interaction in the 'real' world are long gone. According to a study, 502.2 

million Indians, or about 77% of the population, use cell phones. India has over 196 million 

active social network members. Thus, when an act is carried out on Social media intended to 

hurt society, whether it is fake news or information related to someone's personal life, it can 

spread like wildfire. Approximately 95% of what the share or view is from unknown sources 

and thus unconfirmed. This unverified news may easily control and corrupt large groups of 

people.1 The increasing application of Generative Artificial Intelligence (AI) in the twenty-first 

century is driving a shift in society and economy toward more automation, data-driven 

decision-making, and the incorporation of AI systems into a wide range of industries and 

economic sectors, affecting the labour market, healthcare, government, business, education, 

propaganda, and disinformation. The author intends to inquire more about the question of 

Generative Artificial Intelligence that is it a bane or a boon? On one hand, the primary aim and 

objective of a legal system is to regulate the advantages of the technology and on the other 

hand to safeguard the economic, social and political interests of general public. 

Generative Artificial Intelligence can be used to enhance teaching-learning process by allowing 

academicians to adapt their teaching to students’ needs using AI-powered educational tools. 

However, the findings also highlight that AI can be misused to overcome moral constraints. 

Overall, Generative AI has the potential to be an effective research tool, provided the same 

shall be used with utmost care and caution. Deep fakes are a kind of Generative AI technology 

that creates synthetic media like photos, videos, and audios using machine learning algorithms, 

especially Generative Adversarial Networks (GANs). Deep fakes technology aims to produce 

extremely lifelike synthetic media that mimics actual people, although with some content 

manipulation. Two methodologies, Generative Adversarial Networks and Deep Learning, are 

the foundation of Deep Fakes technology.2 Deep Learning is defined as: 

“A branch of machine learning that processes and analyses vast volumes of data using 

Artificial Neural Networks—algorithms that are inspired by the composition and operations of 

the brain”3. 

 
1 JOUR, Tengku Mahamad, Tengku Elena, Ambran, Nur, Azman, Nur, Luna, Daina, "Insights into social media 

users' motives for sharing unverified news", Vol.1, Pg. 18, 2021/11/15 
2 A. Mitra, S. P. Mohanty, P. Corcoran, and E. Kougianos, “A machine learning based approach for deep fake 

detection in social media through key video frame extraction,” SN Computer Science, vol. 2, pp. 1–18, 2021. 
3 M. R. Shoaib, Z. Wang, M. T. Ahvanooey, and J. Zhao, “Deepfakes, misinformation, and disinformation in the 

era of frontier ai, generative ai, and large ai models,” in 2023 International Conference on Computer and 

Applications (ICCA), 2023, pp. 1–7 
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Numerous fields, including computer vision, robotics, speech recognition, and natural language 

processing, have benefited from the use of Deep Learning. A type of Deep Learning 

architecture known as Generative Adversarial Networks (GANs) trains on a dataset to produce 

new, synthetic data that is similar to the original data using two Neural Networks, a 

Discriminator and a Generator. While the Discriminator evaluates the veracity of the created 

samples and the actual samples from the training dataset, the Generator produces fictitious 

samples4. 

 

DEEP FAKE AND GENERATIVE ARTIFICIAL INTELLIGENCE 

TECHNOLOGY       

Generative Artificial Intelligence is a regenerative phenomenon of Science & Technology in 

itself, which leads to the birth of other several innovation technologies such as Deep Fake, 

Chat-GPT and many more. Generative AI technology is the beginning of a new technological 

era which needs an effective understanding by the public and law enforcement agencies too. 

Generative Artificial Intelligence (AI) refers to: 

“The intelligence displayed by machines, especially computer systems. This area of computer 

science study focuses on creating and analysing tools and software that allow machines to 

sense their surroundings and use intelligence and learning to make decisions that will increase 

their chances of accomplishing specific objectives. These devices could be referred to as AIs”5.  

In order to address the fact that the content is phony, the terms “Deep fake” and “Fake” are 

combined. Deep is derived from AI Deep-Learning technology, which is a kind of machine 

learning that comprises many levels of processing. When a Reddit administrator started a 

subreddit named “Deep-fakes” in 2017 and started uploading videos that employed face 

swapping technology to include celebrities' likenesses into already-existing pornographic 

videos, the term “Synthetic Media” first appeared.  

A new phenomenon known as “Deep-fakes” has surfaced as a result of the development of AI-

based tools (like DALLE-3 and Sora) that can produce images and videos at scale. Deep Fakes 

are defined as: 

 
4 Beddhu Murali, “Deep Fake Detection: A Systematic Literature Review”, Feb 2022 
5 E. Strickland, “Content credentials will fight deep fakes in the 2024 elections,” IEEE Spectrum, 2023. 
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“Deep-fakes are images or recordings that have been expertly altered and manipulated to 

falsely portray someone as saying or doing something that they have not actually said or 

done”6.  

Deep-fakes have opened up new creative possibilities, particularly in marketing and 

entertainment, but they may also be abused for negative outcomes like fraud, slander, and 

fraudulent advertising. There are certain obstacles for the current legal frameworks, such as 

privacy and consumer law, in addressing these threats.7 Deep Fake term has been evolved from 

the concept of Deep Learning and Fake multimedia files. In other words, Deep Fake is the end 

product of application of Deep Learning to produce fake multimedia files such as images or 

videos by using Advanced Generative Modelling techniques such as Face2Face technique. This 

technique is used for re-enacting facial expressions from a facial image by using computer 

vision and forming a “Avatar”. Researchers from University College of Berkeley had already 

introduced a similar technology to alter the appearance of images and videos in 2018. A 

different team of researchers from the University of Washington put up a plan to sync a video's 

lip movement to a speech from an external source. Ultimately, the term “Deep fakes” first 

surfaced in November 2017 to refer to the dissemination of pornographic movies in which the 

faces of celebrities were replaced with the originals.  

In addition to these researchers have also developed several algorithms to build Deep-Fakes of 

an original audio, video clippings where people will listen to the actual voice of the speakers 

with an edited script. With such technology, researchers of Deep Fakes have produced motion 

pictures/videos from an original video with a different content, expressions & movements. 

These Deep Fakes are so identical and similar to the identity of a person that it has become 

nearly impossible to check the Deep Fakes and Original files.8 

Generative AI technology has been developed to mimic any individuals voice and images 

consistent with the original expressions. Deep Fakes videos are frequently created by 

overdubbing real. It is quite evident that the media sector will face a significant loss of customer 

trust due to deep fakes. Deep Fakes have become an easy tool to produce fake news which can 

bring a threat to the public peace & security by hiking an emergent panic in the society. Deep 

Fakes may result in to a complete chaotic situation which may result in to an actual threat to 

 
6 D. P. Kingma, M. Welling et al., “An introduction to variational auto encoders,” Foundations and Trends® in 

Machine Learning, vol. 12, no. 4, pp. 307–392, 2019 
7 Regulating Deep Fakes: Legal and Ethical Considerations Journal of Intellectual Property Law & Practice, 

Volume 15, Issue 1, January 2020, pp. 24–31. 
8 Ibid. 
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the National security in any Country of around the globe. Menace of Deep Fakes have just 

begun and the global society is getting effected in its day to day life. 

 

INSTANCES OF ABUSE OF GENERATIVE AI TECHNOLOGY & DEEP 

FAKES 

Deep Fake technology creates substantial issues in legal proceedings, notably in criminal cases, 

with possible consequences for people's personal and professional lives. In most legal systems, 

the lack of means to authenticate evidence places the burden on the defendant or opposing party 

to contest manipulation, possibly becomes a widespread problem. To counter this, a suggested 

rule might require evidence authentication before court admission, possibly through bodies 

such as the Directorate of Forensic Science Services, albeit this would incur economic costs.  

Notable instances of abuse of technology are as follows: 

• Pornography: Deep fakes are most commonly used to create nonconsensual pornographic 

content. Female celebrities' or ordinary women's faces are transferred onto porn stars' 

bodies without their knowledge or consent. This is a violation of privacy and harms one's 

reputation. For instance, an accused was imprisoned in 2019 for creating deep fakes 

pornography of his lover in India.9 

• Politics: Deep fakes can disseminate misinformation and propaganda during elections. 

During the Delhi elections in India, a leader's actual footage was edited to depict him as 

disparaging his opponents. Such forgeries can destabilize campaigns and harm candidates 

in elections. If left uncontrolled, political deep fakes could jeopardize elections in any 

democratic Country.10 

• Defamation: This includes several deep fakes videos of important persons of a society 

including leaders, politicians, judges, celebrities etc. Their facial expressions are modulated 

to depict a funny or satirical content which is sufficient to defame the person in society. 

Consequently, several people will be left outrageous and their public image will be 

destroyed as a result the society will be at peril of destruction because of the abuse of 

technology.11 

 
9 McGlynn, Clare; Rackley, Erika; Houghton, Ruth, Beyond ‘Revenge Porn’: Image-Based Sexual Abuse and the 

Continuum of Harms, Feminist Legal Studies, 25(1), 25-46 (2017). 
10 Tyagi, Parth and Bhatnagar, Achyutam, Deep fakes and the Indian legal landscape, Inforrm Blog (July 3, 2020),  
11 Paris, Britt and Donovan, Joan, Deep fakes and Cheap Fakes: The Manipulation of Audio and Visual Evidence, 

Data and Society Research Institute (2019). 
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• Fraud: Furthermore, it’s easy to commit a fraud by using Generative AI technology to 

clone anyone’s voice which will be sufficient to impersonate the key individuals of any 

organization such as CEOs or other officials to obtain critical information. For instance, 

this technique had already cost €200,000 to a leading energy company in UK in 2019. Deep 

fakes can potentially influence stock prices by displaying fraudulent business 

announcements. Financial frauds can disrupt markets and entities within a spur of 

moment.12 

• Punishment: It is almost impossible to establish that a manipulated image or a Deep Fake 

video content is an actual statement of fact or a false statement. The defendant may argue 

that there are evidence that the image is phony, such as context, that a reasonable person 

would not interpret it as a statement of reality.13 This is sufficient to stall the judicial process 

and to evade from punishment in any judicial system. 

 

Fig. 1: Problems faced due to deep fake across the globe 

 

 

Source: Europol Report Criminal Use of Deep Fake Technology, 2022 

The problem of Deep Fake is on the rise across the globe. Countries like China, Indonesia, 

Turkey, Brazil etc. are at the peril of a complete state of confusion due to this technology. 

Several other countries which are under developed are at the level of extreme risk in terms of 

social, economic and political security. Elections in many countries can be easily rigged, Stock 

 
12 Stupp, Catherine, Fraudsters Used AI to Mimic CEO’s Voice in Unusual Cybercrime Case, The Wall Street 

Journal (Aug 30, 2019) 
13 Guy Alon, Azmi haider, Hagit helor, “Judicial errors: Fake imaging and the Modern Law of Evidence”, UIC 

Review of Intellectual Property Law, 2022, Pg. 82 
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market can be easily manipulated by such technology. The author finds an alarming threats to 

many states in protecting their internal & external security as well. 

 

Chart 1: Deep fakes Pornography Websites Across the Globe14 

 

 

Source: Europol Report Criminal Use of Deep Fake Technology, 2022 

In reference to the above Chart, United States of America is on the first position in producing 

Pornographic websites based on Deep Fakes, followed by South Korea and India. Global 

situation is alarming and several people are being victimised on account of abuse of 

technological developments. This indicates that there is a dire need to establish a robust 

mechanism to protect the rights of the citizens across the globe. 

 

DEEP FAKES & RECENT JUDICIAL TRENDS IN INDIA 

A survey by a cyber-security company McAfee has revealed that over 75% of Indians have 

seen some form of deep fake content every year, with at least 38% having encountered with a 

deep fake scam. Indian population is moving towards use of Smart Phones, Internet, Computers 

and Social Media at a very high pace since last two decades. People of all age groups have 

started working on Internet more often in order to ripe the benefits of the advanced technology 

 
14 Deep Fake Statistics – Current Trends, Growth, and Popularity (December 2023) Justin McGill, May 23, 2024, 

https://contentdetector.ai/articles/deepfake-statistics/ 
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by average 06 hours daily (estimated by a report). But due to lack of training and awareness 

about the challenges, several people circulate the deep fake contents to all of their groups 

unknowingly, without verifying the source and authenticity. For Instance, In India, the 

discussion around Deep Fakes gained momentum after a viral clip of actor Rashmika 

Mandanna went viral in 2023. Eventually, Prime Minister Narendra Modi also warned about 

the potential harms of technology misuse. Consequently, Central Government has also issued 

advisories to all the concerned news networks to circulate the credible information only after 

verification of the facts. 

In another incident, Actor Ranveer Singh has filed a complaint over a deep fakes video that 

allegedly showed him endorsing a political party. The video, which was generated using an AI-

enabled tool. He was in an interview with the news agency ANI. In the alleged deep fake, he 

was seen criticizing the present Govt. about several socio-economic issues in India concluding 

with a message to the Indian population to elect the Opposition Party in the parliamentary 

election scheduled in May 2024. Singh's team has registered a First Information Report (FIR) 

against the handle that promoted the AI-generated video. Aamir Khan, an Indian actor, has 

never endorsed any political party and has focused on raising awareness through Election 

Commission public awareness campaigns for past elections.15 

In another incident, a 76-year-old man in India received a video call. He saw the face of a 

retired senior police office of UP Police and heard his voice. The police officer was seen asking 

money from the old man. Consequently, he made payments as per the directions received on 

his Deep Fake video call, due to fear of the Police atrocities. As a result, the criminals who sent 

this deep fake, received the money. After knowing the fact that it was a doctored video created 

by Deep Fake Technology, he approached the Police and an FIR has been registered and a 

dedicated team was formed to crack the case.  

In another incident, Mr. Arvind Sharma, a resident of Govind Puram, was contacted by the 

Fraudsters through a Facebook video call. He saw a nude pic during the call and disconnected 

the call. Later, he received a video call on WhatsApp from a police officer, threatening him to 

pay the money else his pic will be made viral on social media. However, instead of paying 

money, he preferred to file a complaint.16 

 
15 Ranveer Singh Files Police Case After Deep Fake Video Goes Viral, Ranveer Singh Deep Fake Video: “Deep 

fake se bacho doston (Friends, beware of deep fakes),” he wrote on Instagram after the deep fake went viral. India 

News Edited by Aditi Gautam Updated: April 22, 2024 5:18 pm IST 
16 Man gets caught in deep fake trap, almost ends life; among first such cases in India, Nov 30, 2023, 11:05:00 

AM IST, IST, ECONOMIC TIMES 
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Moreover, the Indian Parliamentary election in 2024 was a significant concern due to the 

potential risks for spreading misinformation online, where a political party already known for 

violent rhetoric against a specific community, having a stronghold in the country. Whereas, the 

use of AI-powered video and audio manipulation tools have made it harder to classify certain 

cases of misinformation. In such situation, dead politicians may be resurrected and famous 

actors have been pulled into bogus endorsements and the actual malice will be less evident. 

Such instances of speech which may offend a particular community result in to hateful reaction, 

leading to riots or internal disturbance in a Country. Generative AI Tools are being used to 

accelerate the speed of percolation of wrong information in the society within a spur of 

moment. However, it’s the hate speech, which is the primary cause of concern and AI tools are 

merely adding the fuel to the fire. Another classical example of AI Tools is a Face-Swap video 

where someone can replace the face of the original speaker and manipulate the words to deceive 

the audience resulting in to a chaotic situation in the society.17For instance, a Deep Fake video 

of Union Home Minister portraying the deceitful statements to abrogate rights of reserved 

category,  made viral and consequently the Maharashtra Youth Congress and 16 others were 

booked by Mumbai Police under various sections of IPC, 1860 and IT Act 2000 for allegedly 

creating and sharing that Deep Fake video.18 

In another instance of abuse of technology where Journalist Rana Ayyub was targeted by far-

right trolls after being morphed into a pornographic clip. This time, Deep Fake technique was 

used to create fake celebrity pornographic video or revenge porn. Ayyub's face was morphed 

into the porn actor's images, and the clip was circulated as if she had done the act. She had 

protested to secure justice to a rape victim in the past. Whereas opposition party leaders were 

working to save the accused from the judicial grip. They were held responsible for creating 

deep fake video of the journalist to defame her in the public.  Journalist was shocked to see her 

face in the porn video, which she could tell was not her. She was harassed and had over 100 

Twitter notifications sharing the video.19 

 

 
17 India’s election wasn’t the deep fake doomsday many feared, By RUSSELL BRANDOM Russell Brandom is 

the U.S. Tech Editor at Rest of World. 30 MAY 2024 
18 Amit Shah deep fake video: Case registered against Maharashtra Youth Congress social media handle ,30 April 

2024, 14:13 IST, DECCAN HEAD 
19 I was vomiting: Journalist Rana Ayyub reveals horrifying account of deep fake porn plot, India Today Web 

Desk, New Delhi, UPDATED: Nov 21, 2018 19:20 IST (She had to delete her Twitter Account to avoid people 

thinking this was her. She also experienced harassment on Facebook, with comments like “I never knew you had 

such a stunning body.”) 
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INSTANCES OF ABUSE OF DEEP FAKE TECHNOLOGY IN UNITED 

STATES 

Facebook user Mr. Schrems filed a complaint with the Irish data protection authority, claiming 

that users Date from European Union had transferred illegally to the firms of United States of 

America. He alleged that this data transfer is a violation of Data Protection Act of European 

Union and violation of right to privacy of the users from European Union. Whereas authority 

of Ireland rejected his claim and cited the measures adopted by European Union to protect the 

data under “Safe Harbor Scheme”. Aggrieved of the decision of Irish authority, he preferred 

an appeal to the Irish High Court. Irish High Court after admitting the appeal, referred the 

matter to Chief Justice of European Union for a preliminary examination. His attorney 

advocated that “Safe Harbor Agreement” between European Union and United States of 

America must be declared as null and void as it fails to protect the rights of the users. Chief 

Justice of European Union Court seconded his opinion and decided the review of the agreement 

to protect the Data of the users.20 

In another case, a 14-year-old girl, Levy, sued her school for violating her First Amendment 

rights after posting a Snap chat post expressing her displeasure with cheerleading, softball, and 

school. The school approached the court, calling it “an important vindication of school’s 

authority to protect students and staff and to fulfill school’s educational missions.” In fact, the 

student delivered the speech off campus and earlier as a precedent, US Supreme Court has 

decided a similar case in favor of the School where the student had acted within the premises 

of the School and substantially disrupted the school community rights. Moreover, the office of 

US president seconded the judgement to protect the students if they commit such acts off 

campus and in order to protect their first amendment rights of free speech.  

Similarly, in another case of a teenager from Pennsylvania, The U.S. Supreme Court has ruled 

with a majority of 8-1 that in this era of social media and enhanced technology students must 

not be punished for their acts of free speech outside the campus. Rights related to Free Speech 

available to them under First Amendment Act must be protected. Eventually, an advisory was 

issued to all students to restrict their enjoyments of their rights to free speech on campus as this 

would affect the educational institutions to discharge their essential objectives.21 

 
20 Data Protection Commissioner v Facebook and Max Schrems (Standard Contractual Clauses), EPIC.ORG 
21 Cheerleader prevails at U.S. Supreme Court in free speech case by Andrew Chung, June 24, 2021 
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In another case where, Jordan Peele and Buzz Feed collaborated to create a PSA using AI 

techniques to ventriloquize Barack Obama, highlighting his opinions on Black Panther and 

Donald Trump. The video, created using Adobe After Effects and the AI face-swapping tool 

Fake App, has become a symbol of the power of AI in generating misinformation and fake 

news. Researchers have developed tools for real-time face swaps, Adobe's “Photoshop for 

audio” allows dialogue editing, whereas another Canadian origin company offers a service to 

produce fake voice by feeding fragmented words as a sample. The judge questioned Buzz Feed 

News about the potential consequences of broadcasting such clips. While scientists are 

developing tools to spot AI fakes, the best defense against misinformation is instilling media 

savvy. Provocative videos can be faked by distortion and blurring, and the future of information 

will be crucial in preventing a dystopia.22 

 

LEGAL AND REGULATORY FRAMEWORK FOR DEEP FAKES AND 

GENERATIVE AI IN INDIA 

Article 2123 also safeguards Right to life and personal liberty of people under Indian 

Constitution. Personal liberty involves the right to move freely, choose one's place of residence, 

and engage in any authorized vocation. Indian Copyright Act, 1957, especially Section 51,24 

prescribes for protection of Intellectual Property Rights in India.  

Under section 66E of Information Technology Act, 2000 a suitable legal action may be initiated 

for protecting the identity of an individual.25 Section 67 of The Information Technology Act, 

2000, states that: 

“Whoever publishes or transmits, or causes to be published or transmitted in electronic form, 

any material that is lascivious or appeals to the prurient interest, or if its effect is such as to 

tend to deprave and corrupt persons who are likely, having regard to all relevant 

 
22 A.I. could fabricate fake news Artificial intelligence could make fake news even harder to spot. Posted by The 

Verge on Tuesday, January 2, 2018 
23 It asserts that: “No one shall be deprived of their personal liberty except in accordance with the procedure 

prescribed by law”.  
24 Indian Copyright Act, 1957 Chapter I. Preliminary [June 4, 1957] An Act amending and consolidating copyright 

laws. Be it passed by Parliament in the eighth year of the Republic of India, as follows: 1. Brief title, scope, and 

commencement. -(1) This Act may be termed the Copyright Act of 1957. Copyright law protects expressions of 

ideas rather than the ideas themselves. Section 13 of the Copyright Act of 1957 protects literary, dramatic, musical, 

and creative works, as well as cinematographic films and sound recordings. 
25 Section 66E of Information Technology Act, 2000 states that “Whoever, intentionally or knowingly captures, 

publishes or transmits the image of a private area of any person without his or her consent, under circumstances 

violating the privacy of that person, shall be punished with imprisonment which may extend to three years or with 

fine not exceeding two lakh rupees, or with both.”  
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circumstances, to read, see, or hear the matter contained or embodied in it, shall be punished 

on first conviction with imprisonment of either description for a term which may extend to three 

years”26.   

In addition to this, accused may be punished under Sections 499, Section 501, Section 502, 

Section 354C of Indian Penal Code, 1860 OR under Section 354, Section 355, Section 356 & 

Section 77 of Bharatiya Nyaya Sanhita (BNS) respectively.  

 

CONCLUSION AND SUGGESTION 

Although in absence of any specific Generative AI law in India, there are a number of laws and 

regulations that address AI discrimination. Digital Person Data Protection Bill (2022), 

Information Technology Act (2000), Right to Information Act (2005), and the Draft National 

Strategy on Generative AI in 2020 by the Ministry of Electronics and Information Technology, 

all aim to address biases in AI systems. However, enforcing these enactments shall be a 

challenge, due to lack of dedicated laws, scarcity of specialists, and lack of transparency. 

Deep Fakes, a rapidly growing field involving artificial intelligence and multimedia, are 

creating realistic digital content that can be difficult to distinguish from authentic content. They 

can be used for entertainment, education, and research, but also pose risks like misinformation, 

political manipulation, propaganda, reputational damage, and fraud. This Research Paper 

provides an overview of Deep Fakes techniques, various issues, challenges, and future research 

trends, aiming to advance the standard of social security and mitigation strategies for a safer 

digital environment across the globe. 

The global nature of the internet and the ease of cross-border access to deep fakes content 

necessitate international collaboration to develop consistent legal frameworks, share detection 

technologies, and coordinate efforts to combat this evolving threat. Existing legal frameworks 

often fail to address the complexities of deep fake technology. Specialized legislation, 

technological advancements, and international cooperation are essential steps in combating 

deep fakes-related offenses. A proactive approach and adaptable defenses against misuse are 

necessary to mitigate the harmful impacts of Deep Fakes technology and preserve the 

trustworthiness of the digital world. 

 
26 Candice R. Gerstner, Hany Farid, “Detecting real-time deep-fake videos using active illumination Proceedings 

of the IEEE/CVF”, Conference on Computer Vision and Pattern Recognition (2022), pp. 53-60 
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Deep Fakes pose several legal challenges, including privacy invasion, slander, fraud, and 

intellectual property issues. Privacy invasion can cause emotional distress and harm, while 

defamation and reputation damage can lead to financial and personal losses. Fraud and 

misrepresentation can occur through financial fraud, identity theft, and impersonation, raising 

concerns about digital identity authenticity and potential economic losses. Intellectual property 

rights can be infringed when deep fakes incorporate copyrighted materials or use someone's 

likeness without consent, leading to complex legal disputes. 

The Right to Privacy in India is a contentious issue due to the Constitution’s lacks of explicit 

privacy-related feature. The Constitution's authors emphasized the right to life as a fundamental 

right, and the Supreme Court of India has interpreted Article 21 in different ways. As the 

country grows, the right to life has expanded to include other rights like speedy trial, shelter, 

environment & public health, safety & security etc. Every person of India is guaranteed the 

freedom of opinion, speech, belief, faith, and worship by the Indian Constitution, highlighting 

the importance of liberty. However, Article 21 of the Constitution, which includes the term 

“Personal Liberty”, requires protection for individuals to lead dignified lives, requiring the 

right to privacy to be recognized. 

The most significant problem would be to detect deep fakes in real time and apply detection 

models across many sectors and platforms. a challenging task because of its complexities, such 

as the need for these detection models to be efficient and have almost no false positives, and 

the computational power needed to detect deep fakes in real-time given the enormous amount 

of data shared on the internet every second. Advanced learning strategies like meta-learning 

and metric learning, effective structures like transformers, compression methods like 

quantization, and calculated investments in solid software and hardware infrastructure 

foundations can all be used to accomplish this goal. 

Deep fake’s detection methods face challenges such as generalization and robustness, as deep 

fakes content often circulates on social media platforms after significant changes. To address 

this, methods such as data augmentation, adversarial learning, attention-guided modules, and 

feature restoration have been investigated. But Deep Learning models lack interpretability, 

which is problematic, especially in critical applications like forensics. Privacy issues also arise 

as private data access is necessary. The quality of Deep Fakes datasets is another challenge; as 

large-scale datasets often have visual differences from the actual content. Researchers and 

technology companies like Google and Facebook continuously improve Deep Fakes detection 

techniques.  
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Adversarial perturbations can deceive detection models by exploiting vulnerabilities or 

weaknesses in the underlying algorithms. Despite these challenges, numerous approaches have 

emerged to identify and mitigate deep fakes, such as incorporating adversarial perturbations, 

digital watermarking, and block chain technology. These methods aim to not only detect deep 

fakes but also hinder their creation and rapid dissemination across platforms. 

Deep fakes videos are becoming harder to detect as AI algorithms become more sophisticated. 

This research provides an overview of deep fakes generation, deep learning architectures, 

detection techniques, and datasets. It aims to curb false information spread, protect digital 

content integrity, and prevent social, political, and economic damage caused by deep fakes. 

The Research Paper emphasizes the need for a continuous research in deep fakes detection 

techniques. Nevertheless, Deep Fakes have potential significance for artistic communication, 

entertainment, and visual effects. 

Countries worldwide have implemented legislation to combat the misuse of deep fakes. The 

European Union has established a network of fact-checkers to analyze content creation sources, 

while tech companies like Google, Meta, and X are required to counter fake accounts. China 

has labelled doctored content using deep fakes tech, and the United States has introduced the 

Deep Fake Task Force Act to counter such technology. India has to take a leap forward to 

control the growing menace of abuse of Generative AI Technology such as Deep Fakes, which 

is the need of hour. 

 


